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1. Introduction. Given a locally compact separable metric space E, let Ω
def
=

D([0,∞);E) be the space of cadlag functions from R+ to E. We consider the state
process {Xs}s≥0 to be a standard Markov process (Xs(ω) = ω(s), ω ∈ Ω) de�ned
on a probability space (Ω,F , {Ft}, P ) taking values in E. For any space S, we
denote by C(S) the space of bounded, continuous and real-valued functions on S.
Let f ∈ C(E) and h1, h2 ∈ C(E × E) be given. Let FXt and FX (resp.) de-
note the completions of σ{Xs : s ≤ t} and σ{Xs : s ≤ ∞}. Let U1, U2 be com-
pact subsets of E. We consider a zero-sum game between two players I and II

where player I chooses strategy V1
def
= {τ1, ξ1; τ2, ξ2; . . .} to maximize his payo�

(described below) and player II chooses strategy V2
def
= {σ1, ζ1; δ2, ζ2; . . .} to min-

imize the same where {τi}i=1,2,..., {σi}i=1,2,... are {FXt }-measurable stopping times
and {ξi}i=1,2,..., {ζi}i=1,2,... are (resp.) {FXτi }, {F

X
σi
}-measurable random variables

taking values in (resp.) U1, U2. To describe the evolution of the controlled Markov
process under impulse controls V1 and V2 we have to consider an extended proba-
bility space Ω̃ together with probability measure PV1,V2 (see [3] or [1] for the con-

struction). We denote by V
>(n)
i the su�x of Vi starting after the n-th impulse i.e.

V
>(n)
i = Θρn ◦ V ′i , V ′i ∈ Vi and Θt is the time-translation operator with ρ = τ or
σ (resp.) depending upon i = I, II. The in�nite-horizon discounted payo� under
strategy-tuple (V1, V2) starting at time t at the (random) point Xt ∈ E is de�ned as

J V1,V2(Xt, t)
def
= eαtEV1,V2

Xt,t

[∫ ∞
t

e−αsf(Xs)ds

+

∞∑
i=1

e−α(τi∧σi)
(
1{τi≤σi}h1(X−τi , ξi) + 1{σi<τi}h2(X−σi

, ζi)
)
|FXt

]
(1.1)

where, to avoid in�nitely many shifts for gain by any player, h1(·, ·) ≤ c < 0 and
h2(·, ·) ≥ d > 0, α > 0 is the discount factor and X− denotes the value just before
the corresponding impulsive shift is made. The interpretation is that player I (resp.
player II) chooses a random time τi (resp. σi) and shifts the process from Xτi ∈ E
(resp. Xσi ∈ E) to a point ξi ∈ U1 (resp. ζi ∈ U2) thereby incurring a negative payo�
h1(Xτi , ξi) (resp. positive payo� h2(Xσi

, ζi)) and this goes on ad in�nitum. There is a
running payo� denoted by a bounded function f(·) which accumulates over the entire
time horizon. We are interested to study the game which starts at t = 0 from a given
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arbitrarily �xed x ∈ E with payo�

J V1,V2(x)
def
= EV1,V2

x

[∫ ∞
0

e−αsf(Xs)ds

+

∞∑
i=1

e−α(τi∧σi)
(
1{τi≤σi}h1(X−τi , ξi) + 1{σi<τi}h2(X−σi

, ζi)
)]
(1.2)

Note that we omit the notational dependence on t when t = 0. The upper and lower
values of such a game, starting at x ∈ E, are de�ned (resp.) as follows:

v(x)
def
= inf

V2∈V2
sup
V1∈V1

J V1,V2(x),

v(x)
def
= sup

V1∈V1
inf

V2∈V2
J V1,V2(x) (1.3)

where V1 and V2 (resp.) denote the space of strategies of player I and II. It is to be
noted here that the game described above is an online (and not o�ine) game as might
be incorrectly interpreted from the value functions de�ned in (1.3) above. What this
actually means is that the upper value game is as follows:

v(x) ≡ inf
(σ1,ζ1)

sup
(τ1,ξ1)

EV1,V2
x

[∫ τ1∧σ1

0

e−αsf(Xs)ds+ e−α(τ1∧σ1)
(
1{τ1≤σ1}h1(X−τ1 , ξ1)+

1{σ1<τ1}h2(X−σ1
, ζ1)

)
+ e−α(τ1∧σ1)ess inf

V
>(1)
2 ∈V2

ess sup
V

>(1)
1 ∈V1

JV
>(1)
1 ,V

>(1)
2 (ξ11{τ1≤σ1}

+ζ11{σ1<τ1}, τ1 ∧ σ1)
]

(1.4)

where the essential optima are to be understood again in a recursive sense and the
lower value v(x) can be correspondingly interpreted. The main results of this paper
are to show that such a game has a value v(·) i.e. v(x) = v(x) ≡ v(x) for all x ∈ E
and that there exists optimal saddle-point strategies attaining this value obtained via
the unique solution to a corresponding Isaacs' equation for this game. The paper
generalizes [1] where similar game was considered under the assumption that the
players make their decisions with a deterministic constant delay h > 0. In the proofs
we also use some results from [2].
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